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yet.)

- * “Deep Learning”: buzzword coined by Geoffrey Hinton for multi-layer neural
networks, as a ‘re-branding’ of NN to escape longstanding stigma
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( ®* Backpropagation algorithm for NN’s by Werbos in 1974




WHY’S MACHINE LEARNING ‘SUDDENLY’ HOT?

\l ®* What's new is scale:

/ ® Yes, key improvements in algorithms have occurred, however it’s also...
O
® Lots of data available to train on, thanks to the Internet
* Availability of fast processors: Graphics Processing Units (GPUs)
l ® What's new is success:
® To those involved in the research, it’s been a long, gradual road, but to the

public, it can appear as though ML and NN’s have “burst” on the scene, due to
success in solving complex problems:

® Lecun, Bengio et al showed Convolutional Neural Networks could give state of
the art performance on image classification, speech recognition, and time

series prediction --- using the same architecture!




®* Based on visual cortex (of cats, but also humans..)

\\; QUICKIE CONV-NET DEPICTION

* Multiple ‘feature extractors’ with limited visual fields that 'sweep’ across images

O

® Successively smaller patches, increasing hierarchy

®* Great for classifying images, including spectrograms of audio files!
) ® Can be tricky to train
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http://deeplearningandneuralnetworks.com/
http://machinelearningmastery.com/
http://coursera.org/learn/machine-learning

“Infrastructure for Community
Construction and Moderation of Media

Datasets for Human and A.l. Training”

Scott Hawley, Tamara Baird, Frank Baird

Grassroots approach to audio dataset creation

/) Moving forward: In talks w/ Belmont Nursing, IRB... ?



http://aigrant.org/
https://youtu.be/R5kKB93pmBg
https://github.com/drscotthawley/panotti
https://youtu.be/R5kKB93pmBg

& help out!
in each image?

around each antinode
e fringes/rings in each AN

* My big mouth: “If you amass enough
labeled data, one could use it to train
a ML algorithm to do that”



https://twitter.com/achmorrison
https://www.zooniverse.org/projects/achmorrison/steelpan-vibrations
http://bit.ly/2yqjxU5
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https://www.youtube.com/watch?v=VOC3huqHrss
https://www.youtube.com/watch?v=VOC3huqHrss
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® Training one twork (CNN) is tricky
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* Later: full ellipses or axes, angle

* Start with ‘fake data’: Just to get started, rather than use Morrison’s
‘real’ images, | generated fake ones via Python & OpenCV... /




® Tried pret

“InceptionV3”, “Mobile

“Inception-ResNetV2”
@
/O‘ Ran on fast computers...
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i7-6700 4
core 3.4 GHz

Samsung 950 P, ung 950

: 5 \_ “ nia, 5 :
Pro SSD Ql "' ‘ Pro SSD

Used for ML & & i e Linux only ;-)
VR (HTC Vive) L__ '

~30 Teraflops total between two machines!




RESULTS SO FAR...

Sample Centroids (80 of them)

Predicted

* Accuracy levels off for > 30,000 images. Validation & Test metrics are comparable ©
*~ Results depend on which CNN is used: MobileNet is fast, IRv2 more accurate but slow
* Best Ring-counting accuracy: 99.8%, Mean pixel error of centroid locations: < 1 Pixel!
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® Switch from fake to real dato

® Morrison’s got 11,000 labelled images.
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K ALSO NEXT! SAME CODE: MEDICAL IMAGES!

Sept 27, 2017

O NeWS Releqs e : Home » News & Events » News Releases
NEWS RELEASES

Wednesday, September 27, 2017
NIH Clinical Center provides one of the largest publicly
This is Ob | ect available chest x-ray datasets to scientific community

The dataset of scans is from more than 30,000 patients, including many with advanced lung

DefeCﬁOn! disease.

Add‘rhise

What

The NIH Clinical Center recently released over 100,000 anonymized chest x-
ray images and their corresponding data to the scientific community. The
release will allow researchers across the country and around the world to
freely access the datasets and increase their ability to teach computers how
to detect and diagnose disease. Ultimately, this artificial intelligence
mechanism can lead to clinicians making better diagnostic decisions for
patients.

NIH compiled the dataset of scans from more than 30,000 patients, including
many with advanced lung disease. Patients at the NIH Clinical Center, the

nation’s largest hospital devoted entirely to clinical research, are partners in




1\\; MORE ML-ACOUSTICS: LEARNING ROOM SHAPES

O ® (Full post & code: https://drscotthawley.github.io /Learning-Room-Shapes)

® During Karlheinz Brandenburg’s visit, he said that learning room shapes from

the sound of the room is still an open question.

W * So“for fun” decided to try: NN system (MLP), learns to use room mode freq’s
to predict (boxy) room dimensions, or vice versa, i.e. it learns the “Rayleigh

Equation” for 3D standing waves:
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https://drscotthawley.github.io/Learning-Room-Shapes

RESULTS 4

® Code learns to map ‘both WCI)’S Epoch 23: Room dims = [ 13.515 41.57 49.235]
* [f’s] = [L, W, H] -- Predicted
-- True
* [L, W, H] = [fs] (Sample at right:)

® If you train it against sorted freq’s,

code learns to output sorted freq’s!
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® 'Helping’ the nonlinearity (e.g. via
[1/L2, 1/W?,1/H?] doesn’t
improve results (22)

40 60 20
Mode Number




1\% UP NEXT FOR ROOM-SHAPE-GUESSING /

O ®L-Shaped Rooms!

* NO EQUATION for non-rectangular

rooms, need a simulator that does

W Boundary Element calculations

® Possible collab via internet, e.g.

Andy Rundquist (Hamline U., St. Paul)

® Belmont studentse?


https://twitter.com/arundquist

Twitter

arvices!

Python.org)



mailto:scott.hawley@belmont.edu
http://learnpython.org/

